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This paper explores the integration and potential of generative AI, specifically 
ChatGPT-4 by OpenAI, to advance the field of ecological engineering. The multimodal 
capabilities—conversation, image creation and interpretation, spatial reasoning, 
customization and many forms of data analysis using code writing—add abundantly 
to the profession’s toolbox. This work briefly reviews the mathematical foundations 
of ChatGPT-4, including word embeddings and transformer algorithms, to highlight 
the contrast with popular internet search. The paper demonstrates ChatGPT-4’s ability 
to create cartoons from news articles, detect insect infestation of plant leaves, count 
stems in a forest image, reason spatially from text, transcribe student handwriting, and 
serve as a virtual teaching assistant by assessing student work and giving students 
personalized feedback. Furthermore, the ability to tailor ChatGPT-4 with OpenAI’s 
CustomGPT feature offers countless possibilities for harnessing ChatGPT-4’s global 
knowledge and capabilities into a focused and specialized format that corresponds 
to a user’s particular task and goals. The paper concludes by suggesting that the 
creation and application of AI Agents toward enhanced modeling, monitoring, 
design, sustainability assessment and public engagement may be the next phase 
for harnessing ChatGPT-4’s multimodal abilities to efficiently and effectively advance 
ecological engineering. The integration of generative AI into ecological engineering 
practice and academia can enable the field to reach new heights of impact, 
productivity, and innovation.
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1.	 Introduction
Ecological engineering, as the original approach to 
“nature-based solutions,” sits at the precipice of creating 
ecological advancements that help humans live within 
the means provided by Earth’s environmental systems 
(Beutel and McMillan 2023). The field leads in many 
areas of nature-based solutions, including developing 
and testing stream restoration techniques (Christensen 
et al. 2024), assessing how to make the most of natu-
ral heat sources (Bondeson et al. 2023), modeling the 
hydrodynamics of coastal restoration (Kramer and 
Arias 2023), perfecting the art and science of treatment 
wetlands (Kamrath et al. 2023; Nairn et al. 2024), and 
developing and applying models of nutrient dynamics 
to better restore essential riparian wetlands (Wiegman et 
al. 2024). From its earliest beginnings, when H.T. Odum 
(Odum 1962; Ghazian and Lortie 2024) envisioned it as 
an approach to create balance between people and the 
planet by intentionally combining “small amounts” of 
technology with the vast energy sources of nature, eco-
logical engineering has consistently been the leader in 
showing how nature’s ecosystems can be integrated with 
human technological developments. 

The emergence in 2023 of Large Language Models 
(LLMs) that can seamlessly replicate human writing has 
opened up numerous new capabilities for professionals 
in technical fields such as ecological engineering. These 
generative artificial intelligence (gen-AI) models, char-
acterized by their multimodality—the ability to read and 
generate extensive passages of text, generate and inter-
pret images, and write programming code—can signifi-
cantly enhance the scope and efficiency of professionals 
as they complete their work and advance their fields.

Gen-AI is the latest technology that needs to be 
combined with natural processes and systems to move 

ecological engineering to the next level of advancement 
and help humanity blaze a path of ecological recovery 
for its much-altered Earth.

Gen-AI refers to language-based machine learn-
ing models, such as OpenAI’s ChatGPT-4 (Generative 
Pre-trained Transformer) (OpenAI 2023). At its core, 
ChatGPT-4 is an artificial neural network (ANN) with 
billions of parameters, representing connections between 
layers of nodes, trained on vast amounts of human-gen-
erated text, ranging from ancient texts to contemporary 
messages (OpenAI 2023). The ability of computers to 
generate long passages of human-like text is rooted in 
decades of progress in machine learning and ANNs 
(Obuchowski 2020). A pivotal moment in this progress 
was the publication of “Attention is All You Need” by 
Google researchers (Vaswani et al. 2017). This paper 
introduced a new algorithm known as the transformer, 
featuring attention heads, which enabled ANN-based 
models to utilize long strings of words in sentences to 
predict the next word. This “memory,” or ability to use 
entire sentences or multiple sentences, allowed the mod-
els to produce long, coherent responses that closely rep-
licate human writing. Today, the ability of ChatGPT-4 
to generate all forms of textual representations is quite 
remarkable and opens the door to many possibilities to 
assist humans with thinking, creating, problem solving 
and other information-intensive tasks. 

Gen-AI is the latest in a very long path of computa-
tional advances that have increased the speed and scope 
of human communication and knowledge generation. 
Ray Kurzweil, a computational futurist, has shown that 
the evolution of computer speeds and cost-effectiveness 
has followed an exponential growth curve for nearly a 
century. His chart on the price performance of computa-
tion illustrates that the cost of computing has decreased 
by 17 orders of magnitude from 1939 to 2023 (Kurzweil 
2024). In 2023, a typical computer (CPU) could per-
form 1 trillion calculations per second for $1 of cost. In 
1939, the best mechanically based computer could per-
form less than 1 calculation per day for the same dollar 
(Kurzweil 2024). In his book The Singularity is Nearer, 
Kurzweil argues that humanity will continue to experi-
ence exponential growth in computational capacity and 
resource-effectiveness, suggesting that it will become so 
cheap and powerful that innovations like nanobots will 
operate within animal and human cells to revolutionize 
human medicine and biology. 

Kurzweil’s lavish optimism may lead an ecologi-
cal engineer to ponder: “What does the future of gen-AI 
hold for us as a profession and field of investigation?” 
Hopefully, readers will be able to seriously consider this 
question after learning about ChatGPT-4’s multimodal 
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Highlight
The multimodality available within OpenAI’s 
ChatGPT-4—conversation, image creation, file 
recognition, image interpretation, spatial reasoning, 
customization and data analysis using code writing—
is reviewed for integration within ecological engineer-
ing practice and academic excellence.

capabilities. Here are few specific questions to prime 
their thinking:

1.	 Can gen-AI enhance decision-making in ecologi-
cal engineering by processing extensive datasets to 
optimize ecosystem management? 

2.	 Might its code-writing abilities allow us to quickly 
and efficiently develop models to test hypotheses 
and revolutionize our understanding of system 
dynamics? 

3.	 Could its ability for real-time data analysis offer 
more actionable and cost-effective monitoring 
programs? 

4.	 Will gen-AI become the quintessential virtual 
teaching assistant that revolutionizes how we edu-
cate the next generation? 

5.	 How might its image recognition improve restora-
tion and conservation efforts? 

6.	 Will gen-AI’s rapid and realistic visualizations 
foster multidisciplinary collaboration and diverse 
stakeholder engagement? 

7.	 Can specialized gen-AI agents be developed 
that become proficient at ecological design and 
planning? 

8.	 How could gen-AI optimize resource use for 
sustainability? 

9.	 Does our knowledge of the inner workings of com-
plex natural systems inform the ethics of creating 
and using gen-AI? 

Advances in and access to computation have undoubt-
edly accelerated the speed and scale at which humanity 
can generate, store, and access information. Considering 

the major advances in human communication throughout 
history—starting with oral storytelling that developed into 
writing, and then Gutenberg’s printing press, which even-
tually led to a host of electrical-based communication tech-
nologies like the telegraph, the phonograph, the telephone, 
the radio, television, desktop computers, the internet, and 
most recently smartphones and social media—we observe 
a seemingly unstoppable trajectory of computational pro-
gress. Each phase of advancement in communication tech-
nology has seen humans adapt as they co-evolve with their 
tech to accelerate the speed with which knowledge is cre-
ated and disseminated. 

The emerging role of gen-AI in improving human 
intelligence and agency is captured in Figure 1. From a 
systems perspective, gen-AI acts as a high-quality stock 
of intellect that is based on knowledge gathered from the 
world’s real systems (e.g. biological, ecological, physical, 
human systems) by humans. It develops a feedback loop 
that reinforces human learning and expands human intel-
ligence by interacting directly with humans as they access 
knowledge and generate discoveries. Human intelligence 
“reads” inputs from the world’s real system for self-gen-

eration, while creating knowledge 
that is shared across humanity. 
Ultimately, human intelligence 
created artificial intelligence as a 
“capital” stock. The multiplica-
tive production function of human 
intelligence, shared knowledge, 
and gen-AI work in tandem to 
decipher the mysteries of the 
world’s real systems. The energy 
diagram coincides with the philos-
ophy that Kurzweil (2024) extracts 
from his graph of the exponential 
increase in computational effi-
ciency; namely that the technolog-
ical march of progress is inevitable 
for making computation easier and 
more widespread, thus is effective 
at improving human intelligence. 

Human intelligence has 
advanced greatly throughout the 

Fig. 1. An energy systems diagram that emphasizes how human intelligence “learns” 
from the world’s real systems (e.g. biological, ecological, physical, human systems) 
for simultaneous self-generation and the creation of shared knowledge, ultimately 
generating artificial intelligence as a “capital” stock that reinforces human learning 
through a feedback loop.
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centuries as the vast shared knowledge that it created 
has fed back into its process of discovery and learn-
ing. Gen-AI represents the next phase in this co-evolu-
tion between information-communication technologies 
and human intelligence. It is poised to further accel-
erate humanity’s ability to create, store, and learn new 
knowledge, potentially facilitating more profound 
forms of social learning, such as triple-loop learn-
ing (Barth et al. 2023), by enhancing our capacity 
for reflection, adaptation, and innovation in complex  
decision-making contexts.

In this paper, I argue that professional fields, like 
ecological engineering, can embrace the advancement 
of gen-AI to sustain and enhance their scientific and 
practical progress. In the following sections, I provide 
elementary examples of the use of the multimodality of 
OpenAI’s ChatGPT-4 and suggest ways it can be uti-
lized to advance the profession in both practice and in 
academic excellence. Before I review the multimodal 
features, I give a cursory overview of the mathematical 
basis of LLMs so the reader can appreciate how gen-AI 
is vastly different from internet search engines.

2.	 Overview of the Mathematical Basis  
	 of Gen-AI
2.1.	Word Embeddings and Word Clouds
The primary step in constructing an LLM is the creation 
of word embeddings (Winastwan 2020). Word embed-
dings convert words—the core components of human 
language—into vectors within a multidimensional space 
(Zhu et al. 2017). This transformation allows the LLM 
to represent the conceptual relationships between words 
across the entire lexicon. For example, words repre-
senting similar concepts, such as “oranges,” “apples,” 
and “cherries,” are positioned in proximity within this 
high-dimensional space due to their common category as 
fruits and have similar vectors. Conversely, homonyms 
like the fruit “orange” and the color “orange” are repre-
sented by decidedly different vectors, which reflect their 
different meanings. 

2.2.	ANNs, Transformers, and Training
Following the creation of word embeddings, the next 
phase involves training a multilayered ANN. These net-
works typically consist of hundreds of millions of param-
eters, which are the weights assigned to each connection 
between nodes. The training process relies on the trans-
former algorithm (Vaswani et al. 2017) and extensive 
datasets comprising text from diverse sources, including 
books, research papers, blog posts, and text messages. 
The transformer algorithm enhances the model’s ability 
to focus on and process long and multiple text passages 
concurrently. This capability to handle extensive context 

and maintain coherence across lengthy inputs was instru-
mental in the development of sophisticated models like 
OpenAI’s ChatGPT-3.5 and ChatGPT-4, as well as other 
LLMs (OpenAI 2023).

2.3.	Hallucinations and Inference Errors
Despite their advanced capabilities, gen-AI models are 
not without limitations. A notable challenge is the occur-
rence of “hallucinations,” where the model generates 
responses that are grammatically and syntactically cor-
rect but are non-factual (OpenAI 2023). This issue arises 
from the probabilistic nature of the model’s predictions, 
where it generates text based on learned patterns, even if 
those patterns lead to erroneous conclusions.

Another related issue is the inference error, which 
occurs when the model misinterprets context or the rela-
tionships between entities, resulting in incorrect conclu-
sions or recommendations (Eaton 2023). Inference errors 
stem from the model’s reliance on statistical correlations 
rather than genuine understanding, making the model 
vulnerable to misjudgments in ambiguous or complex 
scenarios.

To address these challenges, ongoing efforts focus 
on enhancing the quality of training data, refining model 
architectures, and developing robust evaluation met-
rics (OpenAI 2023). Recognizing and mitigating these 
limitations is essential for the effective and responsible 
application of gen-AI in fields such as ecological engi-
neering. The user must always beware that gen-AI out-
puts can be misleading. 

It is imperative that users bear responsibility for any 
output attributed to them as authors when enlisting gen-
AI’s assistance in any form. Ensuring accuracy necessi-
tates periodic verification of the AI’s statements against 
reliable sources, such as peer-reviewed journal articles 
or technical manuals. Implementing a robust system  
to cross-check factual information can significantly 
reduce the risk of disseminating incorrect information 
(Eaton 2023).

2.4.	Ethical and Energy Concerns with Training  
	 and Using Gen-AI
Gen-AI introduces significant shifts in ethical considera-
tions and energy consumption issues surrounding infor-
mation and communication technology (Biden 2023, 
Masanet et al. 2020). Training LLMs like ChatGPT-4 
involves using extensive GPU clusters, requiring vast 
amounts of publicly accessible data and substantial elec-
tric power sourced from both renewable and non-renew-
able energy. Beyond training, the inference phase (i.e., 
prompting) of LLMs also raises ethical and environmen-
tal concerns.
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•	 Ethical issues during training: The data used 
for training LLMs often involves publicly avail-
able content, which raises questions about copy-
right, fair use, and the ethical implications of using 
such data (Dwivedi et al. 2023). Additionally, 
biases in the training data can propagate into the 
models, reflecting societal inequalities and stereo-
types. Addressing these biases necessitates careful 
curation of training data and implementing strat-
egies to mitigate bias effects in gen-AI outputs  
(OpenAI 2023). 

•	 Ethical issues during the operational use of 
gen-AI models (inference): When gen-AI models 
are deployed, they can perpetuate biases, generate 
harmful or misleading content, or reinforce stere-
otypes (Biden 2023). Recognizing and addressing 
these biases is critical, along with ensuring the 
responsible and ethical use of gen-AI to avoid per-
petuating harm or misinformation. Privacy concerns 
also arise when handling sensitive data, requir-
ing adherence to principles of confidentiality and 
data protection (Dwivedi et al. 2023; Eaton 2023). 
	     Eaton (2023) postulates how the ethics of writing 
and attribution may change in a post gen-AI world, 
calling them the “6 Tenets of Postplagiarism.” 
They describe how human-AI hybrid writing will 
become the norm, transforming the traditional 
notions of authorship and blurring the definition of 
plagiarism. Gen-AI will aid in overcoming barriers 
to communicating across languages and enhance 
human creativity. However, while humans may 
cede control of what they write, they will remain 
responsible for the accuracy and ethics of their 
AI-assisted writing. Attribution and accountability 
will continue to be essential, even as definitions 
of plagiarism adapt to these new technological 
realities.

•	 Energy consumption for training: Training 
gen-AI models requires substantial power, affect-
ing regional power grids and increasing carbon 
emissions (Luccioni et al. 2024). Choosing loca-
tions for data centers, where LLMs are trained, 
involves considerations about energy costs, carbon 
footprints, and the potential for future growth in 
demand. Emerging solutions include using new 
nuclear power options like small modular reactors 
or co-locating data centers with existing nuclear 
plants to lower carbon emissions (Kaack et al. 
2022; Istrate et al. 2024), but more alternatives  
are needed.

•	 Energy consumption during inference: Inference 
also demands significant energy and water, con-
tributing to environmental concerns (Istrate et al. 

2024). As gen-AI adoption grows, understanding 
the ecological footprint of these systems becomes 
increasingly important (Duran et al. 2024). 
Sustainable gen-AI deployment includes optimiz-
ing energy use, reducing reliance on non-renewa-
ble energy, considering the broader environmental 
impacts, and improving the energy efficiency of 
software engineering (Bolón-Canedo et al. 2024).

3.	 Multimodal Capabilities of ChatGPT-4
This section demonstrates a large sample of multimodal 
capabilities of ChatGPT-4, including examples of: 

•	 Helpful strategies and mindsets for extracting 
meaningful output and responses, 

•	 Interpreting photos, diagrams, handwriting 
and other types of imagery to provide textual 
descriptions, 

•	 Generating 2-dimensional artistic, stylistic, and 
realistic images from text descriptions, 

•	 Using CustomGPTs within OpenAI’s ChatGPT-4 
for specialized tasks, like creating a story-based 
cartoon from a news article,

•	 Reasoning with its text-based logic on how ele-
ments are spatially arranged;

and explanations of:
•	 How transcription of handwriting can be com-

bined with CustomGPTs to serve as a teaching 
assistant

•	 How ChatGPT-4’s ability to write Python code, 
read data files, and interpret energy systems dia-
grams can support numerical simulation mode-
ling of ecosystems and statistical data analysis, 

•	 How to create personalized CustomGPTs that 
focus on a specific realm of knowledge and can 
take on explicit personas to improve utility, and 

•	 How creating AI Agents is one of the next phases 
in advancing the application of gen-AI.

3.1.	Strategies for Conversing Effectively with  
	 ChatGPT-4: Beyond ‘Googling’
During a first session with ChatGPT-4, a user will likely 
be impressed by its ability to effortlessly generate coher-
ent, grammatically correct, and engaging text. The expe-
rience is sometimes compared to and contrasted with 
internet search. Over the last 30 years of engaging with 
search engines to locate relevant webpages, users have 
developed a “search mindset” whereby it often seems the 
answer to any question can be found, whether right or 
wrong, good or bad. Google has become so proficient 
that it starts predicting our full query before we have 
completed our typing. In search engines, a short query 
retrieves thousands of webpages containing potential 
answers because the internet functions as the world’s 
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largest knowledge database, and Google serves as the 
dominant indexing service. Human-generated pages are 
instantly retrieved, and it is up to the user to discern the 
most relevant and accurate information. The quality of 
these pages can vary widely, from casual blog posts to 
rigorously edited scientific articles.

Engaging with ChatGPT-4, however, requires a 
shift from this “search mindset” to a “conversational 
mindset.” This shift involves treating ChatGPT-4 as an 
extremely knowledgeable intellectual capable of dis-
cussing a vast array of topics, although it may not always 
provide perfectly accurate details.

Think of ChatGPT-4 as akin to conversing with a 
multitude of geniuses; each possesses profound knowl-
edge but lacks comprehensive encyclopedic precision. 
The geniuses excel at applying fundamental principles 
to deduce and induce responses seamlessly.

For instance, if you are planning a vacation to 
Australia and wish to learn about its cities, landscapes, 
beaches, cultural heritage, and citizens, a search mindset 
can prompt you to type, “What is Australia like to visit?” 
Google might return a summary from a commercial 
website featuring a blog post by a traveler who visited 
several Australian cities. While helpful, this information 
is often superficial, necessitating further searches for 
more detailed insights.

Conversely, adopting a conversational mindset 
with ChatGPT-4 leads you to type, “I’m a middle-aged 
American thinking about visiting Australia for a few 
weeks with my wife. Please tell me what I should see 
and what it would be like to visit.” ChatGPT-4 could 
respond with a well-organized outline covering “Key 
Attractions by City and Region,” “Cultural and Practical 
Tips,” “Experience Highlights,” and a “Suggested 
Itinerary” for an 18-day trip. This initial response, while 
concise, provides a comprehensive overview and action-
able information, which you can use to dive deeper into 
specific areas of interest. This conversational approach 
streamlines the information-gathering process, allow-
ing you to guide ChatGPT-4 to obtain useful informa-
tion efficiently. Additionally, you can employ a hybrid 
technique by using the information from ChatGPT-4 
to conduct further searches online, ensuring accuracy 
and completeness—what can be termed the “conversa-
tion-with-search-follow-up mindset.” Trust but verify.

The application of ChatGPT-4 to ecological engi-
neering design is broad, but some specific use-cases 
include leveraging ChatGPT-4’s conversational abil-
ities to facilitate interdisciplinary collaboration and 
problem-solving. For instance, ecological engineers 
could use ChatGPT-4 to engage in simulated dialogue 
that helps explore different perspectives on ecosystem 

management or restoration strategies, which is not avail-
able from other software today. This approach could aid 
in developing comprehensive plans that integrate diverse 
knowledge areas, such as hydrology, plant ecology, and 
community planning. By engaging in iterative and adap-
tive learning conversations, ChatGPT-4 engineers can 
effortlessly develop empathy and technical knowledge. 

It is also worth noting that ChatGPT-4 is forgiv-
ing of grammatical errors and punctuation mistakes in 
prompts. Even with imperfect input, the model can gen-
erate coherent responses. Using polite language, such as 
“please and thank you,” in your prompts can help main-
tain a respectful tone; this appears to improve the quality 
of the experience, if not the responses (Yin et al. 2024).

3.2.	Image Interpretation
ChatGPT-4 has the ability to view and describe the 

content of images that you upload. The application to 
ecological engineering design is particularly relevant 
for ecosystem-level assessment, monitoring, and adap-
tive management. ChatGPT-4’s ability to analyze and 
describe images can be used for identifying ecosystem 
stressors, such as invasive species, pests, or diseases. For 
example, detecting the sudden presence of an invasive 
species can spur more immediate management actions. 
This capability supports near real-time, adaptive man-
agement by enabling continuous ecosystem monitoring 
and timely interventions, thereby enhancing the resil-
ience and sustainability of restoration projects and eco-
logical management practices.

Figure 2 shows photos of the top and bottom of 
a Concord grape leaf with some type of growth that I 
uploaded to ChatGPT-4. I prompted it with, “Please 
describe what is growing on this grape leaf.” It responded 
with, “The images show grape leaves with galls, which 
are most likely caused by an insect called grape phyl-
loxera (Daktulosphaira vitifoliae).” A quick search of 
Google Images supported ChatGPT-4’s assessment.

Figure 3 shows an image of a mature bamboo stand, 
growing in central Maryland during the spring, that I 
uploaded to ChatGPT-4. I prompted it with, “Is it possi-
ble for you to count the number of stems of bamboo in 
this image?” It responded, “Counting the exact number 
of bamboo stems in the image can be challenging due 
to overlapping stems and dense growth. However, I can 
provide an estimate by visually inspecting the image.” It 
concluded with, “There are approximately 50-70 bam-
boo stems visible in the image. This count includes both 
the clearly visible stems and those partially obscured 
by other stems.” My best visual count found 46 stems, 
but there were likely some in the dark background that 
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my eyes could not detect. Thus, 
ChatGPT-4 did a fine job of count-
ing plant stems.

The use cases for this powerful 
feature may be countless in ecolog-
ical research, assessment, and mon-
itoring. One case may be to connect 
a camera that frequently takes photos 
of a changing, engineered ecosystem 
and have ChatGPT-4 interpret the 
changes. The data that it develops 
from each photo can then be quanti-
fied using algorithms to track the pro-
gress or changes in the ecosystem.

3.3.	Image Generation— 
	 Cartoon CustomGPT for  
	 Broader Communication

DALL•E-3 is OpenAI’s text to image generator. It is 
available within ChatGPT-4. There is also a feature in 
ChatGPT-4 called CustomGPT—that I discuss more 
below—whereby a user can define a more specialized 
version of ChatGPT-4 that can focus on specific tasks. 
Here I demonstrate the CustomGPT called Epic Tale 
Sketcher CustomGPT, created by Gordon Banks, which is 
self-described as, “Creates and refines short stories, then 
illustrates them as graphic novels” (https://chatgpt.com/g/
g-TDzAsFOgZ-epic-tale-sketcher) (Banks, ChatGPT, 14 
March 2024).

As a faculty member vested in promoting the 
research of my colleagues and attracting new students 
to our academic program, I am interested in alterna-
tive ways to reach young minds. Recently, I wanted to 
convey the research done by our faculty and graduate 
students to a young audience, in hopes of piquing their 
interest in environmental science and ecological design 
as career options.

My department colleague, Jonathan S., had devel-
oped and published a story on our department website  
(https://www.enst.umd.edu/news/sylvia-jacobson-enst-
phd-student-ventures-deep-mud-through-noaa-fellow-
ship-explore-wetlands/) (Stephanoff 2023) about Sylvia 
J.’s research on the dynamics of tidal freshwater wetland 
elevations. I found Epic Tale Sketcher  by searching the 
“Explore GPTs” section of ChatGPT (https://chatgpt.
com/gpts). I uploaded the website content from Sylvia’s 
story, which included the photo of her working in the 
field, and asked Epic Tale Sketcher to create 8 cartoon 
panels that I could use for marketing to prospective stu-
dents. After a few rounds of back-and-forth prompting 
on the imagery and text, which took about one hour, Epic 
Tale Sketcher produced the set of panels and text shown 
in Figure 4. I took the images and text and laid them out 
in Microsoft PowerPoint to achieve the final layout. 

“Sylvia’s Quest” is accurate and engaging for a pre-
college-aged audience. The imagery nicely captures the 
actions of Sylvia’s research and the captions correctly 
portray the main steps she conducted to better under-
stand wetland elevation dynamics.

The use cases for the Epic Tale Sketcher CustomGPT 
include taking complex or seemingly boring tedious 
actions of a researcher and translating them into an 
engaging story that appeals to the youth. According to 

Fig. 2. Images of Concord grape leaf with unidentified growth, uploaded to GPT-4.

Fig. 3. Image of a bamboo stand uploaded to GPT-4 for the 
purpose of counting stems. 

https://doi.org/10.70793/jeed.17
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a response from Epic Tale Sketcher, other use cases for 
engaging the young in STEM careers include: 

1.	 Crafting captivating sci-fi narratives featuring 
young protagonists who solve problems using sci-
entific principles and technology, 

2.	 Writing stories about historical figures in STEM, 
highlighting their struggles, achievements, and the 
impact of their work, 

3.	 Developing detective-style stories where the main 
characters use forensic science, mathematics, and 
engineering to solve mysteries, 

4.	 Creating stories set in the near future where young 
inventors and engineers design groundbreaking 
technologies to address global challenges, and 

5.	 Writing narratives that integrate STEM con-
cepts into everyday scenarios, such as building 
gadgets, exploring nature, or conducting simple 
experiments.

More specifically, Epic Tale Sketcher listed 5 types 
of narratives that could be created to promote ecological 
engineering to pre-college-aged students and non-tech-
nically minded individuals:

1.	 Introduce readers to the principles of ecological 
engineering in an exciting and relatable way by hav-
ing a group of young engineers set out to restore a 
damaged ecosystem using cutting-edge ecological 
engineering techniques.

2.	 Demonstrate practical applications of ecological 
engineering by having characters face challenges 
such as pollution, habitat destruction, and climate 

change, using engineering solutions to overcome 
them.

3.	 Inspire readers to think creatively about how they 
can contribute to solving environmental problems 
through engineering by writing stories that feature 
innovative projects like constructing artificial wet-
lands, creating green infrastructure, and developing 
sustainable agricultural practices.

4.	 Emphasize the impact of teamwork and community 
involvement in successful ecological engineering 
efforts by casting the importance of collaboration 
between engineers, scientists, and local communities 
in ecological restoration projects.

5.	 Provide a realistic vision of the career paths avail-
able in ecological engineering and the potential for 
making a significant environmental impact by hav-
ing protagonists see the positive changes their pro-
jects bring to the environment, which may motivate 
them to pursue careers in ecological engineering.  
(Epic Tale Sketcher 2024).

3.4.	Spatial Reasoning and Logic
ChatGPT-4 demonstrates a significant ability to reason 
spatially based on text prompts, accurately identifying 
the relative positions of items in space. For instance, 
when provided with the prompt: “Edwin is surrounded 
by his 4 friends. Amy is due North. Beth is due East. 
Cindy is due South. Derek is due West. Edwin is fac-
ing Amy. Who is behind him?” ChatGPT-4 responded 
correctly: “If Edwin is facing Amy, who is due North 

Fig. 4. Science story cartoon created with a CustomGPT available in OpenAI’s GPT-4 suite.
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of him, then Cindy, who is due South of Edwin, is 
directly behind him.” In contrast, GPT-3.5, given the 
same prompt, responded incorrectly: “If Edwin is facing 
Amy to the north, then Beth is to his right (east), Cindy 
is in front of him (south), and Derek is to his left (west). 
Therefore, Derek is behind him.” This discrepancy in 
responses supports the consensus that ChatGPT-4 pos-
sesses significantly enhanced reasoning abilities com-
pared to GPT-3.5 (D’Anna et al. 2024).

This spatial reasoning capability has numerous 
potential applications, especially in fields requiring 
spatially oriented work, such as ecological engineer-
ing. Preliminary use-cases in ecological engineering 
include watershed planning, habitat restoration, urban 
green infrastructure development, agricultural landscape 
design, and mapping ecosystem services. Accurate spa-
tial reasoning is essential for these applications to ensure 
effective and efficient project outcomes. It is antici-
pated that colleagues in the field will identify additional 
applications and further explore these capabilities in the  
near future.

3.5.	College Teaching Assistant:  
	 Transcription of Student Handwriting
Effectively teaching a college course related to eco-
logical engineering can be difficult for many reasons, 
including the instructor’s ability to give students timely, 
personalized feedback on their progress. There will be 
many opportunities to use the features of ChatGPT-4 
to serve as a virtual teaching assistant, where students 
can interact intimately with it, exploring their own set 
of questions that, hopefully, will take them beyond the 
material. This type of engagement is what often breeds 
life-long learning. 

Here I give one example of how I integrated 
ChatGPT-4’s conversational and handwriting transcrip-
tion abilities into a learning module entitled, The Strength 
of Materials. The goal was to have students participate 
in a multi-part conversation with ChatGPT-4 that gave 
them agency to dive deeper into the topic and further 
their personal understanding and level of curiosity. 

Specifically, the steps of the learning module were:
1.	 The instructor gave an in-class demonstration 

on the strength of materials that used an 8-foot,  
2 x 4 piece of lumber as a beam, some given 
loads (5 lb, 20 lb, and 40 lb), and the basic equa-
tions for beam deflection. The 2 possible orienta-
tions of the beam were exposed to various loads 
and the amount of deflection of the beam was 
measured. The pertinent values for beam length, 
depth, and width were measured, the values for 
modulus of elasticity of the lumber species were 
looked up, and these values were then entered 

into the equation along with loads. Actual meas-
urements of deflection were compared to predic-
tions from the equation.

2.	 Immediately following the demonstration, stu-
dents were given an index card and prompted to 
handwrite their reflection concerning at least 2 
thoughts that the demonstration provoked.

3.	 ChatGPT-4 transcribed each student’s handwrit-
ten reflection into text. 

4.	 The instructor gave a rubric to ChatGPT-4, to be 
used to analyze each student’s reflection. GPT 
prepared an individual assessment for each stu-
dent and included a follow-up “think more about 
X” prompt, where X was individualized to each 
student.

5.	 Students were then asked to have a “conversa-
tion” with ChatGPT-4 based on their individu-
alized feedback. They were tasked with cycling 
through at least 3 prompts/responses as part of 
their conversation. 

6.	 After completing the conversations, and as the 
final step of the deflection module, students were 
tasked with writing a reflection on the experi-
ence of interacting with ChatGPT-4.

7.	 Student reflections on the GPT-based module 
were analyzed by GPT using a second rubric, cre-
ated by the instructor in an effort to see what the 
students thought and felt about the experience.

Transcription of student handwriting, which varied 
widely in legibility to my human eye, was a perfect 100% 
for 20% of the students and above 90% for 72% of them, 
and it never dropped below 75% accuracy. Accuracy was 
quantified by each individual student after they reviewed 
their transcription. Overall, the accuracy was 89%, which 
leaves room for improvement and suggest that additional 
steps, like having students write more legibly, be taken. 
The students with the least legible handwriting were the 
ones with the lowest transcription accuracy. 

The use cases for incorporating ChatGPT-4 as a 
virtual teaching assistant may literally be unlimited. 
Hopefully, this one example will inspire further explora-
tion by ecological engineering professionals, academics 
and others. 

Use cases for transcribing handwritten drafts, notes, 
and especially fieldnotes to a digital-based text abound, 
such as 1) reinterpreting an old or difficult-to-read set 
of fieldnotes or drafts of handwritten papers from a 
deceased naturalist or ecologist with gen-AI transcrip-
tion, 2) working collaboratively in the field with citi-
zen scientists to collect observations on plant or bird 
species, then having their handwritten data transcribed 
and analyzed quickly and rigorously, because tools 
with such capabilities currently are rare or non-existent,  
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3) improving the accuracy and speed with which field-
notes are entered into a database, because manual data 
entry is error-prone and labor-intensive, and 4) assess-
ing, summarizing, and providing insight on the notes you 
take during a learning session of a class, which would be 
a giant leap forward from what is available now. 

3.6.	Analytical Features of ChatGPT-4 with  
	 Code Interpreter
ChatGPT-4’s Code Interpreter has the ability to write 
Python code, which can be combined with its abil-
ity to read and interpret data files, word documents, 
and images to statistically analyze data, create and run 
numerical simulations from text, and translate the sym-
bols of Odum’s energy systems language into their set 
of differential equations. The potential applications of 
these features are extensive in the field. A key advantage 
of ChatGPT-4 is its ability to lower the barrier for sci-
entists across disciplines to advance their modeling and 
analytical capabilities, which will improve the gaps in 
accessibility to advanced modeling techniques and com-
putational tools. For instance, undergraduate and grad-
uate students can more efficiently learn to develop and 
refine ecological models because it is important that the 
next generation of ecologists and engineers be equipped 
with intuitive and accessible tools to engage with com-
plex ecological data and simulations without being over-
whelmed by technical programming requirements. The 
experienced data analyst who is familiar with general 
linear models, for example, can interact with ChatGPT-4 
to deepen their understanding of more sophisticated 
multivariate techniques, which will improve their abil-
ity to handle more nuanced and multi-dimensional eco-
logical data, thereby enhancing the rigor and scope of 
their analyses. With gen-AI’s support, they can explore 
these advanced methods and seamlessly integrate them 
into their research repertoire, ultimately enhancing their 
capabilities and productivity, which will bridge theo-
retical knowledge with practical application, fostering 
a more adaptive and innovative approach to ecological 
engineering challenges.

Here I provide an example of each.  

3.6.1.	 Data Analysis
ChatGPT-4 comes with a “code interpreter” feature, 
which allows it to read and write Python code. When 
coding is turned on, ChatGPT-4 may automatically code 
a small bit of Python to accomplish a request given in 
a prompt. This is how ChatGPT-4 is able to conduct  
data analysis. 

In my example, I asked it to tell me whether 2 fer-
tilizers had a different effect on plant growth (see data 

in Figure 5a). I uploaded the data file as a .csv file and 
gave the prompt, “data is from experiment evaluating 
fertilizer affect [sic] on plant height (cm) after 90 days 
of treatment. Please conduct t-test to determine if there 
is a difference in growth.” Note my poor syntax and 
grammar in the prompt did not affect ChatGPT-4’s per-
formance. ChatGPT-4 responded by first reiterating my 
prompt nearly verbatim and then showing a snippet of 
the data. This showed that it was able to read the .csv file. 
It continued, “to determine if there’s a significant differ-
ence in plant growth between the two fertilizers, I’ll con-
duct a t-test. Let’s proceed with the analysis. <it writes 
some Python code (Figure 5b) to conduct the analysis, 
which can be opened and copied if desired> The t-test 
results show a t-statistic of approximately -5.24 and a 
very small p-value of approximately 1.22E-6. Given the 
small p-value (much less than 0.05), we can reject the 
null hypothesis that there is no difference in plant growth 
between the two fertilizer treatments. This indicates 
there is a statistically significant difference in growth 
between plants treated with Fertilizer A and those treated 
with Fertilizer B.” I confirmed that the analysis was cor-
rect using MS Excel’s t-test function. If prompted to do 
so, ChatGPT-4 will also conduct tests to determine if the 
data meets the criteria for using a t-test. 

3.6.2.	 Numerical Simulation–Prey-Predator Model
The prey-predator model, also known as the Lotka-
Volterra model, is a classic model used in ecology to 
understand the temporal dynamics between 2 populations. 
I prompted ChatGPT-4 to “Create a numerical simulation 
of the the [sic] prey-predator model where upon cats eat 
mice.” It responded with the differential equations (dx/dt 
and dy/dt), parameter definitions (x,y, a, b, d, c), plausible 
assumptions for parameter values and initial conditions, 
and reasonable runtime and time step (Figure 6).

ChatGPT-4 invoked its Code Interpreter to write 
Python code (Figure 7a) to simulate the model. The out-
put graph it generated was a perfect representation of the 
oscillatory behavior expected from Lotka-Volterra (Figure 
7b). ChatGPT-4 also provided a succinct and accurate 
assessment of the model’s output (Figure 7b). Accuracy 
of model output was confirmed using the PREYPRED.
xls minimodel. 

3.6.3.	 Interpret an Energy Systems Diagram 
		  for Simulation
Ecological engineers often make use of ecosystem 
models to better understand ecological processes and 
dynamics. Odum’s energy systems language provides 
a means to graphically represent the multiple units and 
interactions of an ecosystem (Odum and Odum 2000). 
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The symbols have precise mathematical meaning.  
When connected graphically, the symbols represent a set 
of differential equations. I asked ChatGPT-4 to interpret  
the most basic energy systems minimodel, TANK, which 
I had labeled with the inflow and outflow equations —  
Ji and Jo=koQ — and the storage as Q (Figure 8a).

Clearly, ChatGPT-4 reasoned through the compo-
nents in the TANK image to demonstrate that it can inter-
pret the meaning of a simple energy systems diagram 
(Figure 8b). I followed up its response with a prompt that 

told it that it was correct with its interpretation and then 
asked it to write the equations. It responded perfectly by 
writing dQ/dt = Ji - k0Q and providing an explanation of 
the equations (Figure 9).

The possibilities for using this “model-interpreta-
tion” feature of ChatGPT-4 that can also write code to 
simulate them are profound. Here are a few ideas for 
future exploration:

1.	 There are hundreds of diagrams that H.T. Odum and 
others have created for many types of ecosystems 
and general systems, which we could now scan into 
ChatGPT-4 and have it write the code to create the 
simulation models. 

2.	 Those professionals trained in creating ecosystem 
diagrams can now effectively and efficiently create 
numerical simulations without coding.

3.	 Using this feature in the classroom to teach novice 
students about simulation can add personalization 
and depth to student understanding. 

4.	 Other features of gen-AI (image generation, writ-
ing) can be combined with this model-interpretation 
ability to interpret energy and ecological systems 
models. 

5.	 The visual nature of the energy systems sym-
bolic language could serve as the centerpiece for a 
non-coding or graphical user interface that allows 
one to create models by simply visualizing the units 
and connections. This would be somewhat similar 
to how Odum used the software Extend by Imagine 
That, Inc. (Odum and Odum 2000) to encode all 
of the energy systems symbols as Extend Blocks, 

(a) (b)

Fig. 5. Input data statistically analyzed by GPT-4 (a) and the Python code GPT-4 wrote (b).

Fig. 6. GPT-4’s initial response to my prompt to create the 
prey-predator model.
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which could then be connected on-screen to create a 
set of differential equations for simulation. 

6.	 A mashup of AI and energy systems models could 
serve as a platform for creating cybernetic ecolog-
ical automata that monitor and regulate engineered 
ecosystems.

3.7.	Creating CustomGPTs in ChatGPT-4 
The CustomGPT feature, introduced by OpenAI in 
November 2023 as a new feature within the ChatGPT-4 
suite, allows users to tailor ChatGPT-4 to focus on a 
unique aspect of its global knowledge and to personalize 

the style of the response. Revisiting the concept of word 
embeddings and the cloud of knowledge mentioned ear-
lier, where all human knowledge is conceptualized as a 
highly complex cloud of interrelated ideas, a CustomGPT 
can be viewed as a finely tuned, specialized subset of this 
global cloud of knowledge.

Users can create these custom interfaces to direct 
ChatGPT-4’s vast knowledge toward a specific realm 
of expertise, behavior, and skills, facilitating a deeper 
dive into particular areas or fields. Users can configure 
the CustomGPT to exhibit specific characteristics in 
its behavior, response types, and communication style. 

Fig. 7. Python code written by GPT-4 (a) to simulate prey-predator model and the output chart GPT-4 created, with 
interpretation it wrote (b).

Fig. 8. Hand-drawn image of the energy systems mini-model, TANK uploaded to GPT-4 (a) and GPT-4’s initial response to the 
prompt to interpret the TANK image (b). 
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Thousands of CustomGPTs have been created by various 
users and are available within the ChatGPT-4 suite.

To illustrate the potential of CustomGPTs, here I 
review the CustomGPT named “Darren the 20-year-old 
college student” that I recently developed for my stu-
dents to use in a class exercise. Darren acts as an ava-
tar with certain knowledge and attributes, making him 
resemble a very intelligent college student.

OpenAI has streamlined the process of building a 
CustomGPT. The creation process involves providing 
a name, description, and most importantly, detailed 
instructions. The DALL•E-3 image generator within 
ChatGPT-4 is used to create a visual representation of 
Darren. The instructions can vary from simple to elab-
orate, depending on the desired functionality of the 
CustomGPT. For Darren, I aimed to emulate the thoughts 
and textual inclinations of a curious and intellectually 
driven 20-year-old majoring in a STEM field.

Creating a CustomGPT involves the following steps:
•	 Name: Assign a unique and descriptive name to 

your CustomGPT.
•	 Description: Outline the primary focus and char-

acteristics of the CustomGPT.
•	 Instructions: Provide detailed instructions on 

how the CustomGPT should behave, respond, 
and communicate. These instructions can be 
tailored to create a highly specialized and effec-
tive tool for specific tasks or a field of study  
(OpenAI 2025).

For example, Darren’s instructions include guiding 
him to exhibit curiosity, intellectual rigor, and a keen inter-
est in STEM topics. These instructions ensure that Darren 
provides relevant and insightful responses consistent with 
the persona of a diligent college student.

Here are the exact instructions I used to create 
‘Darren’ in OpenAI’s ‘My GPTs’ feature: 

“Darren is crafted to reflect the personal-
ity, intellect, and experiences of a 20-year-
old college student named Darren. He is a 
young man with aspirations for professional 
success and social mobility, coming from a 
lower middle-class family without a col-
lege background. His curiosity spans from 
mechanics and the universe’s complexities to 
understanding diverse human experiences. 
Darren’s social interactions are imbued with 
genuine interest, especially valuing conver-
sations about other’s thoughts and ambitions. 
He navigates his journey of self-discovery 
and learning with empathy and moments of 
frustration but maintains a generous and 
kind demeanor towards others. Darren’s 
conversational style is thoughtful, serious, 
yet often sprinkled with sarcasm and light-
hearted humor. Though raised Christian, he 
questions organized religion and expresses 
curiosity about others and their faiths. He has 
been influenced by friendships with the chil-
dren of immigrants. He supports his non-gen-
der conforming friends and family, aiming 
to understand their perspectives. Darren’s 
responses are framed to reflect a nuanced 
understanding and are presented in a conver-
sational tone, avoiding omniscient or list-like 
responses, thereby embodying the thoughts 
and mannerisms of an intelligent 20-year-old 
navigating through life’s complexities.”

When someone opens a CustomGPT they are auto-
matically given 4 “Conversation Starters” that they can 
click to start a prompt. The builder can craft their own 
Conversation Starters or use the ones that ChatGPT-4 sug-
gested. Here are the 4 that I wrote and used for Darren: 

1.	 How do you handle stress from college?
2.	 Can you tell me about a book that changed your life?
3.	 How do you study effectively? and,
4.	 How do you think about your future?

When I clicked on #2, Darren responded: 
“Sure thing. One book that really impacted 

me was “Man’s Search for Meaning” by 
Viktor Frankl. It’s this incredible mix of 
memoir and psychological theory, based on 
Frankl’s experiences as a Holocaust survivor 
and his development of logotherapy.

The book’s central idea is that even in the 
most horrific circumstances, we can find 

Fig. 9. GPT-4 response to prompt to write the equations 
represented by the energy systems model TANK shown in 
Figure 8a.
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meaning in life. Frankl argues that it’s not our 
suffering that defines us, but how we respond 
to it. That hit me hard, especially coming 
from a background where not everything was 
handed to me on a silver platter.

Frankl’s perspective helped me shift my 
own mindset, seeing challenges as opportu-
nities to grow and define my own purpose. It 
gave me a new lens to view my struggles and 
a sense of agency in shaping my future. Plus, 
it’s a powerful reminder of the resilience of 
the human spirit, which is something I think 
we can all use a bit more of.”

I followed with:
“That is deep man! Do you think our level 

of agency is growing or shrinking with the 
advent of smart phones, social media and 
generative AI?”

Darren responded: 
“That’s a good question. I think it’s a bit of 

a double-edged sword. On one hand, smart-
phones, social media, and AI have definitely 
expanded our agency in a lot of ways. We 
have access to more information than ever 
before, can connect with people worldwide, 
and have tools that can help us learn, cre-
ate, and solve problems more efficiently. It’s 
empowering to have all these resources at 
our fingertips.

But on the flip side, these technologies can 
also limit our agency. The constant barrage 
of notifications and information can be over-
whelming and distracting, making it harder 
to focus on what’s really important. Social 
media can sometimes make us feel like we’re 
not in control of our own lives, with algo-
rithms deciding what we see and how we 
interact with the world. Plus, the pressure 
to present a certain image online can make 
us feel less authentic and more disconnected 
from our true selves.

And then there’s the whole privacy aspect. 
With so much of our data being collected and 
used by companies, it can feel like we’re los-
ing control over our personal information. 
Generative AI, while super useful, also raises 
questions about creativity and original-
ity. Are we really creating, or just remixing 
what’s already out there?

So, I guess our level of agency is both 
growing and shrinking, depending on how 
we use these technologies and how mindful 
we are of their impacts. It’s all about finding 
a balance and making sure we’re using these 
tools in ways that genuinely enhance our 
lives and agency.”

The CustomGPT feature is a major step forward in 
how users interact with gen-AI. It allows for customized 
and highly effective AI interfaces tailored to specific 
needs and preferences. Like other features of ChatGPT-4, 
the possibilities for creating CustomGPTs seem endless. 
Some examples of existing GPTs include math tutors, 
chemistry tutors, physics tutors, coding experts in R, 
financial planning advisors, scholarly article finders, 
science article writers, marketing copywriters, travel 
guides, statistical analysis tools, ecology assistants, and 
botany experts, among many others. 

The growing collection of CustomGPTs can acceler-
ate the impact, efficacy and speed of ecological engineer-
ing because it allows practitioners to develop a broader 
and deeper understanding of complex issues more quickly 
than current research techniques. It enhances the engi-
neer’s ability to communicate more effectively with pre-
cise and eloquent prose. It gives them an easier path toward 
creating ecosystem models that are more representative of 
reality. It widens the engineer’s capabilities for gathering 
and synthesizing large datasets across a range of ecosys-
tems and platforms. The improved accuracy, coverage and 
timeliness provided can enhance the rudimentary adaptive 
management strategies that exist today.

It will be intriguing to see what types of CustomGPTs 
ecological engineers develop soon. I can imagine 
“Wetland Engineer,” “Stream Restoration Engineer,” and 
many others.

3.8.	AI Agents: the Next Phase in  
	 Advancing Application of Gen-AI
Leaders in gen-AI development have highlighted that 
LLMs of various parameter sizes will likely co-evolve 
with other software, forming new types of hybridized 
“operating systems” designed to help individuals achieve 
specific goals (Karpathy 2023). AI Agents represent a sig-
nificant step in this direction (Raja 2024, Rebelo 2024). 
These agents leverage LLMs to create a workforce of 
custom AIs, each endowed with specific roles and capa-
bilities, and equipped with well-defined “tools” (software 
programs) to perform specialized tasks.

For instance, consider the development of AI Agents 
to design and manage an ecologically based community 
garden. This project would require one CustomGPT or 
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AI Agent proficient in permaculture and horticulture 
principles and practices, another skilled in community 
organization, and a third specializing in ecohydrologi-
cal engineering. These agents would utilize tools such as 
hydrology models, surveying and interviewing platforms, 
and plant ecology models. Their tasks might include cre-
ating an ecologically adaptive planting plan to produce 
food year-round, managing on-site water resources to 
maximize productivity and minimize runoff, overseeing 
the organic materials cycle, and organizing community 
members into a cohesive, effective team.

Several software platforms dedicated to the construc-
tion of these AI Agents are emerging. Examples include 
CrewAI, LangChain, and others (Raja 2024, Rebelo 
2024). These platforms enable the creation, deployment, 
and management of AI Agents tailored to specific tasks 
and objectives, significantly advancing the application of 
gen-AI in various fields, including ecological engineering.

4. Summary
This paper explored the applicability of generative AI 
(gen-AI), specifically ChatGPT-4 by OpenAI, for advanc-
ing ecological engineering. Gen-AI’s multimodal capa-
bilities—including text generation, image creation and 
interpretation, spatial reasoning, Python coding, and cus-
tomization through CustomGPTs—offer a wide range of 
innovative tools for ecological engineers. The review cov-
ered aspects of gen-AI from its mathematical foundations 
to prompt engineering to practical applications in ecolog-
ical contexts.

Several tools emerged as particularly promising for 
ecological engineering. ChatGPT-4’s ability to transform 
text into engaging formats, like generating comic strips 
from news articles, provides creative avenues for science 
communication and public engagement. Its advanced 
Code Interpreter feature allows users to write code for sta-
tistical analysis and simulate ecological models, like the 
Lotka-Volterra prey-predator model, enhancing research 
and education in data analysis and ecological modeling.

CustomGPTs, which enable tailored AI interfaces for 
specific tasks, stand out for their versatility. These cus-
tomized models, such as a “college student” persona for 
teaching, offer specialized support, making them valuable 
for both educational and practical applications. The intro-
duction of AI Agents marks the next phase of gen-AI in 
ecological engineering by integrating customized LLMs 
with specialized tools to solve complex, task-specific 
challenges. These tools collectively promise to enhance 
ecological engineering practices by improving deci-
sion-making, communication, and ecological design.

In conclusion, the availability of gen-AI tools like 
ChatGPT-4 and CustomGPTs from OpenAI offers 

transformative potential for ecological engineering. By 
harnessing advanced AI capabilities—from multimodal 
data analysis and creative science communication to 
specialized AI agents for project design, simulation and 
execution—ecological engineers can innovate and imple-
ment nature-based solutions more effectively. These tools 
provide the means to overcome current limitations in data 
handling, modeling, and stakeholder engagement, empow-
ering professionals to advance ecological engineering to  
new heights.

Supplementary Material
The online version of this article contains a link to supple-
mentary material that includes prompts to and results from 
“Epic Tale Sketcher” used in this research.

Acknowledgments
Partial financial support was provided through the 
University of Maryland’s College of Agriculture and 
Natural Resources Hatch Grant from the U.S. Dept. of 
Agriculture, “Development and assessment of ecolog-
ically based models for environmental innovation and 
entrepreneurship” (MD-ENST-23015), D. Tilley, PI. A 
portion of the material included was developed by the 
author as part of an exploratory course, ENST 499E 
Artificial Intelligence for Environmental Good, in the fall 
of 2023 at the University of Maryland. I wish to acknowl-
edge the students that took some risk by taking my  
new course.

Author Contributions Statement
As sole author I am responsible for all content. However, 
I include the following: 

Full AI Assistance Disclosure Statement
ChatGPT-4, its features, and related CustomGPTs were 
used in the editing of this manuscript. After having 
ChatGPT-4 assist with developing an outline for section 
headings, the general practice was for the author to write 
a first draft for each section and then have ChatGPT-4 
review it and suggest any rewrite. Typically, the rewrite 
was relatively minor and focused on word choice, syn-
tax or grammar. However, initial drafts for 2 sections, 
“Hallucinations and Inference Errors” and “Ethics of 
Using Gen-AI,” were generated by ChatGPT-4 and then 
rewritten by the author.

Conflict of Interest Statement
The author has no conflict of interest to report.

Data Availability Statement
There were no raw data used to prepare this manuscript.  

https://doi.org/10.70793/jeed.17


Tilley DR. 2025. Using the multimodal features of generative AI to advance ecological engineering. Journal of Ecological Engineering Design. 
https://doi.org/10.70793/jeed.17

16

Journal of Ecological Engineering Design | Subject-Area Review journals.uvm.edu/jeed

Related Publication Statement
The content of this paper is based on the presentation, 
“How Can Generative AI be used to Advance Ecological 
Engineering?” given by D. Tilley at the 24th Annual 
Meeting of the American Ecological Engineering 
Society (AEES), Blacksburg, Virginia, United States, 
29–31 May 2024.

References
Beutel M, McMillan S. 2023. Journal of Ecological Engineering 

Design takes flight. Journal of Ecological Engineering 
Design. https://doi.org/10.21428/f69f093e.eb837f17

Biden JR. 2023. Executive order on the safe, secure, and trustworthy 
development and use of artificial intelligence. Whitehouse.
gov; [published 30 Oct 2023]. https://www.whitehouse.gov/
briefing-room/presidential-actions/2023/10/30/executive-
order-on-the-safe-secure-and-trustworthy-development-and-
use-of-artificial-intelligence/. Internet Archive; [retrieved 19 
Jan 2025]. https://web.archive.org/web/20250119193924/
https://www.whitehouse.gov/briefing-room/presidential-
actions/2023/10/30/executive-order-on-the-safe-secure-and-
trustworthy-development-and-use-of-artificial-intelligence/

Bolón-Canedo V, Morán-Fernández L, Cancela B, Alonso-Betanzos 
A. 2024. A review of green artificial intelligence: towards 
a more sustainable future, Neurocomputing. 599(128096), 
https://doi.org/10.1016/j.neucom.2024.128096

Bondeson F, Faulkner J, Roy E. 2023. Performance of a compost 
aeration and heat recovery system at a commercial 
composting facility. Journal of Ecological Engineering 
Design. https://doi.org/10.21428/f69f093e.769abde7

Christensen N, Prior E, Czuba J, Hession C. 2024. Stream restoration 
that allows for self-adjustment can increase channel-
floodplain connectivity. Journal of Ecological Engineering 
Design. https://doi.org/10.21428/f69f093e.e8ffa1a3

D’Anna G et al. 2024. Can large language models pass official 
high-grade exams of the European Society of Neuroradiology 
courses? A direct comparison between OpenAI ChatGPT 
3.5, OpenAI GPT-4 and Google Bard. Neuroradiology 66, 
1245–1250. https://doi.org/10.1007/s00234-024-03371-6 

Duran P, Castano J, Gomez C, Martinez-Fernadez S. 2024. 
GAISSALabel: A tool for energy labeling of ML models. 
FSE 2024: companion proceedings of the 32nd ACM 
International Conference on the Foundations of Software 
Engineering. https://doi.org/10.1145/3663529.3663811

Dwivedi YK et al. 2023. Opinion paper: “So what if ChatGPT 
wrote it?” Multidisciplinary perspectives on opportunities, 
challenges and implications of generative conversational 
AI for research, practice and policy, Int J Inform Manage 
(71):102642. https://doi.org/10.1016/j.ijinfomgt.2023.102642

Eaton SE. 2023. 6 tenets of postplagiarism: Writing 
in the age of artificial intelligence [infographic]. 
Werklund School of Education. University of Calgary. 
https://dx.doi.org/10.11575/PRISM/40770

Epic Tale Sketcher. 2024. Epic Tale Sketcher by 
Gordon Banks. Available from OpenAI at: 
https://chatgpt.com/g/g-TDzAsFOgZ-epic-tale-
sketcher?model=gpt-5 Accessed 5 December 2024. 

Ghazian N, Lortie CJ. 2024. A review of the roots of ecological 
engineering and its principles. J Ecological Engineering 
25(1):345-357. https://doi.org/10.12911/22998993/175877

Istrate R et al. 2024. The environmental sustainability of 
digital content consumption. Nat Commun 15, 3724. 
https://doi.org/10.1038/s41467-024-47621-w

Kaack LH et al. 2022. Aligning artificial intelligence with 
climate change mitigation. Nat Clim Chang 12:518–527. 
https://doi.org/10.1038/s41558-022-01377-7

Kamrath B, Burchell M, Birgand F, Aziz T. 2023. Quantification 
of ammonium release from an aging free water 
surface constructed wetland to improve treatment 
performance. Journal of Ecological Engineering Design. 
https://doi.org/10.21428/f69f093e.db873c9f

Kramer M, Arias M. 2023. Modeling the impact of hydraulic 
reconnection on estuary hydrodynamics. Journal of Ecological 
Engineering Design. https://doi.org/10.21428/f69f093e.4f085bec

Kurzweil R. 2024. The singularity is nearer:  
when we merge with AI. Penguin Books.

Karpathy A. 2023. “Intro to Large Language Models” [video]. 
Posted 2023 Nov 22 by Andrej Karpathy. YouTube. 59:47. 
https://www.youtube.com/watch?v=zjkBMFhNj_g&t=2119s

Luccioni S, Jernite Y, Strubell E. 2024. Power hungry 
processing: watts driving the cost of AI deployment? 
Proceedings of the 2024 ACM conference on fairness, 
accountability, and transparency (FAccT ’24). New 
York (NY): Association for Computing Machinery. p. 
85–99. https://doi.org/10.1145/3630106.3658542

Masanet E, Shehabi A, Lei N, Smith S, Koomey J. 2020. 
Recalibrating global data center energy-use estimates. Science 
367: 984-986. https://doi.org/10.1126/science.aba3758 

Nairn RW et al. 2024. Nature-based solutions for mine water 
challenges: linking mining reclamation, environmental 
remediation, ecological restoration, and sustainable resource 
extraction. West Virginia Mine Drainage Task Force Symposium 
& 15th International Mine Water Association Congress. https://
www.imwa.info/docs/imwa_2024/IMWA2024_Nairn_473.pdf

Obuchowski A. 2020. Understanding neural networks 2: The math 
of neural networks in 3 equations. Becoming human: artificial 
intelligence magazine. Medium.com; [2020 Apr 16]. https://
becominghuman.ai/understanding-neural-networks-2-the-
math-of-neural-networks-in-3-equations-6085fd3f09df

Odum HT. 1962. Ecological tools and their use: man and the 
ecosystem. In Proceedings of the Lockwood Conference on 
the suburban forest and ecology. Waggoner PE and Ovington 
JE, editors. The Connecticut Agricultural Experiment Station 
Bulletin 652, Oct 1962. p 57-75. https://www.emergysociety.
com/wp-content/uploads/OdumHT.1962.Ecological-tools-and-
their-use-man-and-the-ecosystem-CT-Agricultural-Bu.pdf

Odum HT, Odum EC. 2000. Modeling for all scales: an 
introduction to system simulation. 1st Ed. Academic Press.

OpenAI. 2023. GPT-4 Technical Report.  
https://arxiv.org/pdf/2303.08774

OpenAI 2025. My GPTs, Create a GPT. Available 
at https://chatgpt.com/gpts/mine

Raja M. 2024. Understanding agentic frameworks | crewAI. Medium.
com; [updated 2024 May 18]. https://mahimairaja.medium.
com/understanding-agentic-frameworks-crew-ai-224f62ec711f

Rebelo M. 2024. What are AI agents? A comprehensive guide. Zapier.
com; [updated 2025 Mar 5]. https://zapier.com/blog/ai-agent/

Stephanoff J. 2023. Sylvia Jacobson, ENST Ph.D. student, 
ventures deep into mud through a NOAA fellowship to 
explore wetlands and coastal resilience. Dept. Env. Sci 
Tech., University of Maryland. https://www.enst.umd.
edu/news/sylvia-jacobson-enst-phd-student-ventures-
deep-mud-through-noaa-fellowship-explore-wetlands/

Winastwan R. 2020. Visualizing word embedding with PCA and 
t-SNE. Creating an interactive visualization of word embedding 
in 2D or 3D. Towards Data Science, Insight Media Group; 
[updated 2020 Oct 1]. https://towardsdatascience.com/
visualizing-word-embedding-with-pca-and-t-sne-961a692509f5

https://doi.org/10.70793/jeed.17
https://doi.org/10.21428/f69f093e.eb837f17
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://web.archive.org/web/20250119193924/https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://web.archive.org/web/20250119193924/https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://web.archive.org/web/20250119193924/https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://web.archive.org/web/20250119193924/https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://doi.org/10.1016/j.neucom.2024.128096
https://doi.org/10.21428/f69f093e.769abde7
https://doi.org/10.21428/f69f093e.e8ffa1a3
https://doi.org/10.1007/s00234-024-03371-6
https://doi.org/10.1145/3663529.3663811
https://doi.org/10.1016/j.ijinfomgt.2023.102642
https://dx.doi.org/10.11575/PRISM/40770
https://chatgpt.com/g/g-TDzAsFOgZ-epic-tale-sketcher?model=gpt-5
https://chatgpt.com/g/g-TDzAsFOgZ-epic-tale-sketcher?model=gpt-5
https://doi.org/10.12911/22998993/175877
https://doi.org/10.1038/s41467-024-47621-w
https://doi.org/10.1038/s41558-022-01377-7
https://doi.org/10.21428/f69f093e.db873c9f
https://doi.org/10.21428/f69f093e.4f085bec
https://www.youtube.com/watch?v=zjkBMFhNj_g&t=2119s
https://doi.org/10.1145/3630106.3658542
https://doi.org/10.1126/science.aba3758
https://www.imwa.info/docs/imwa_2024/IMWA2024_Nairn_473.pdf
https://www.imwa.info/docs/imwa_2024/IMWA2024_Nairn_473.pdf
https://becominghuman.ai/understanding-neural-networks-2-the-math-of-neural-networks-in-3-equations-6085fd3f09df
https://becominghuman.ai/understanding-neural-networks-2-the-math-of-neural-networks-in-3-equations-6085fd3f09df
https://becominghuman.ai/understanding-neural-networks-2-the-math-of-neural-networks-in-3-equations-6085fd3f09df
https://www.emergysociety.com/wp-content/uploads/OdumHT.1962.Ecological-tools-and-their-use-man-and-the-ecosystem-CT-Agricultural-Bu.pdf
https://www.emergysociety.com/wp-content/uploads/OdumHT.1962.Ecological-tools-and-their-use-man-and-the-ecosystem-CT-Agricultural-Bu.pdf
https://www.emergysociety.com/wp-content/uploads/OdumHT.1962.Ecological-tools-and-their-use-man-and-the-ecosystem-CT-Agricultural-Bu.pdf
https://arxiv.org/pdf/2303.08774
https://chatgpt.com/gpts/mine
https://mahimairaja.medium.com/understanding-agentic-frameworks-crew-ai-224f62ec711f
https://mahimairaja.medium.com/understanding-agentic-frameworks-crew-ai-224f62ec711f
https://zapier.com/blog/ai-agent/
https://www.enst.umd.edu/news/sylvia-jacobson-enst-phd-student-ventures-deep-mud-through-noaa-fellowship-explore-wetlands/
https://www.enst.umd.edu/news/sylvia-jacobson-enst-phd-student-ventures-deep-mud-through-noaa-fellowship-explore-wetlands/
https://www.enst.umd.edu/news/sylvia-jacobson-enst-phd-student-ventures-deep-mud-through-noaa-fellowship-explore-wetlands/
https://towardsdatascience.com/visualizing-word-embedding-with-pca-and-t-sne-961a692509f5
https://towardsdatascience.com/visualizing-word-embedding-with-pca-and-t-sne-961a692509f5


Tilley DR. 2025. Using the multimodal features of generative AI to advance ecological engineering. Journal of Ecological Engineering Design. 
https://doi.org/10.70793/jeed.17

Journal of Ecological Engineering Design | Subject-Area Review journals.uvm.edu/jeed

17

Vaswani A et al. 2017. Attention is all you need. In NIPS’17: 
proceedings of the 31st international conference on neural 
information processing systems. Long Beach (CA): Curran 
Associates Inc. https://dl.acm.org/doi/10.5555/3295222.3295349

Wiegman ARH et al. 2024. Modeling phosphorus retention 
and release in riparian wetlands restored on historically 
farmed land. Journal of Ecological Engineering Design. 
https://doi.org/10.21428/f69f093e.a06ba868

Yin Z, Wang H, Horio K, Kawahara D, Sekine S. 2024. Should 
we respect LLMs? A cross-lingual study on the influence 
of prompt politeness on LLM performance [preprint]. 
arXiv. https://doi.org/10.48550/arXiv.2402.14531

Zhu L, Xu Z, Yang Y, Hauptmann A. 2017. Uncovering temporal 
context for video question and answering. Int J Comput 
Vision. 124. https://doi.org/10.1007/s11263-017-1033-7

https://doi.org/10.70793/jeed.17
https://dl.acm.org/doi/10.5555/3295222.3295349
https://doi.org/10.21428/f69f093e.a06ba868
https://doi.org/10.48550/arXiv.2402.14531
https://doi.org/10.1007/s11263-017-1033-7

